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What we will learn

• Chatbots and their history


• LLMs and how to use them to build chatbots


• Concepts of building a chatbot


• Chatbot for a restaurant; code walkthrough



From Click to Chats



Click based UI

• Fixed Paths: Buttons, forms, menus.


• User Actions: Navigate, click and fill.



Chat based UI

• Natural Language: Chatbots, voice assistants.


• User Actions: Ask, describe, chat like you do 
with fellow humans.



The Era of Traditional Chatbots



What is a Chatbot?



ELIZA

• Developed in 1966 at MIT, one of the first 
chatbot programs.


• Simulated conversation using Pattern 
Matching and Substitution Techniques.
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Large Language Models (LLMs)



LLMs



LLMs



LLMs



LLMs



Core concepts of building Chatbots  
with LLMs



Tokens

• Fundamental unit of LLMs


• You are charged on the basis of 
number of tokens



Prompts



Memory / Context



How to give this model a memory 
such that it remembers previous talks?



Memory / Context

1

2



Challenges



Limited Context Window

• The amount of text (or tokens) that could 
be passed to the model at one time.


• Gemini models come with large context 
windows of 1 million or more tokens.



More Tokens means More Money



More Tokens means More Money



LangGraph



The Problem
How do we build a chatbot that can:

• Remember an entire conversation over many turns?


• Decide when to use a tool (like a database or an API)?


• Orchestrate a series of complex actions?



The Solution : LangGraph

• This is where we move from simple chatbots to intelligent agents. 


• An agent has a "brain" that orchestrates the actions of an LLM. This is exactly 
what LangGraph is for.


• A library for building stateful, multi-step LLM applications.



LangGraph : Framework



Putting It All Together: 
The Restaurant Chatbot



The Problem

• How can we build an intelligent agent that helps a user with a restaurant's 
menu and can place an order?



The Chatbot Agent



State



Tools



Chatbot Node



Prompt

• Clear, specific and detailed 
prompt.


• Scoping the use case since 
LLMs are general purpose 
models.



Graph



Invoking the Graph



Few chat samples



Tech Stack



Final Product



Summary

• The UX shift is real: we are moving from rigid, click based interfaces to fluid, 
natural language conversations.


• LLMs are the real power house: Models like Gemini provide the intelligence, 
creativity and contextual understanding for the shift.


• LangGraph as a Framework: for building complex, stateful and tool based AI 
agents. 



Connect with me

• Github Repo for chatbot:  
https://github.com/shashanksrajak/chatbot-agent-food-ordering


• LinkedIn: https://www.linkedin.com/in/shashankrajak/


• Website: shashankrajak.in

https://github.com/shashanksrajak/chatbot-agent-food-ordering
https://www.linkedin.com/in/shashankrajak/
http://shashankrajak.in

